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Abstract

3D human pose estimation has been a long-standing
challenge in computer vision and graphics, where multi-
view methods have significantly progressed but are limited
by the tedious calibration processes. Existing multi-view
methods are restricted to fixed camera pose and therefore
lack generalization ability. This paper presents a novel
Probabilistic Triangulation module that can be embedded
in a calibrated 3D human pose estimation method, gen-
eralizing it to uncalibration scenes. The key idea is to
use a probability distribution to model the camera pose
and iteratively update the distribution from 2D features
instead of using camera pose. Specifically, We main-
tain a camera pose distribution and then iteratively up-
date this distribution by computing the posterior proba-
bility of the camera pose through Monte Carlo sampling.
This way, the gradients can be directly back-propagated
from the 3D pose estimation to the 2D heatmap, en-
abling end-to-end training. Extensive experiments on Hu-
man3.6M and CMU Panoptic demonstrate that our method
outperforms other uncalibration methods and achieves
comparable results with state-of-the-art calibration meth-
ods. Thus, our method achieves a trade-off between es-
timation accuracy and generalizability. Our code is in
https://github.com/bymaths/probabilistic triangulation

1. Introduction
3D human pose estimation is a fundamental tool in

many downstream applications of computer vision and
computer graphics, such as motion recognition[13], human-
computer interaction[23], movie game animation[4], virtual
reality[24], etc. The development of these fields requires a
more accurate, convenient, and robust 3D human pose esti-
mation algorithm.

Recently, RGB-based pose estimation has become the
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trend because of its convenience, wide application sce-
narios, and low cost[27]. These methods can be divided
into two categories: single-view and multi-view meth-
ods. Although single-view methods[39, 37, 11, 38, 25]
have more widespread application scenarios, the lack of
depth information makes single-view estimation of 3D hu-
man pose an ill-posed problem, especially when dealing
with occlusions and multi-person scenes[21]. Multi-view
methods[18, 16, 36, 33, 2, 14, 31, 20] can achieve more
accurate results than single view-based methods because
multi-view cameras can restore the depth information as
well as the occluded parts.

However, the multi-view approach faces several issues
when applied in practice. First, multi-view methods re-
quire synchronized and calibrated cameras, which compli-
cates the process. Second, existing datasets for multi-view
human pose estimation lack the diversity of camera external
parameters. This results in the trained model cannot gener-
alize well to unseen camera parameters, thus requiring re-
annotation and re-training once the camera configurations
change.

To alleviate the above issues, we propose Probabilistic
Triangulation module for uncalibrated 3D human pose esti-
mation. Our module enables the network to get rid of cam-
era pose parameters during the training process, which re-
sults in better generalization performance to be applied to
wild scenes. The main idea is to use a probability distribu-
tion to model the camera pose, making the whole process
differentiable. Specifically, we transform the uncalibrated
3D human pose estimation into a nonlinear optimization
problem based on the reprojection error. The camera pose
distribution is estimated from the 2D pose features, and then
the posterior probability of the camera pose is computed by
Monte Carlo sampling to iteratively update this distribution.

We conducted extensive experiments on two benchmark
datasets (Human3.6M[17] and CMU Panoptic[19, 29, 35])
to demonstrate that our method outperforms other uncali-
brated methods and achieves comparable results with the
state-of-the-art calibration methods, which indicates that



our method improves the generalized ability to camera pa-
rameters in multi-view human pose estimation while main-
taining high accuracy.

In summary, our contributions are mainly three-fold.

• We propose Probabilistic Triangulation that can gen-
eralize the calibrated 3D human pose estimation al-
gorithm to uncalibrated scenes to estimate 3D human
pose in the absence of camera pose.

• We propose an approximation method for camera pose
distribution and an updated distribution method based
on Monte Carlo sampling. It is used to model the cam-
era pose of uncalibrated scenes with accuracy and ro-
bustness beyond classical algorithms.

• We conducted extensive experiments on two bench-
mark datasets (Human3.6M and CMU Panoptic) to
demonstrate the accuracy, generalization capability,
and applicability of Probabilistic Triangulation to wild
scenes.

2. Related work
2.1. Calibrated 3D pose estimation

3D human pose estimation is a vital problem in computer
vision and graphics, where the single view-based method
has been a research spotlight due to the convenience and
comprehensive application scenarios of a monocular cam-
era. To alleviate the ambiguity problem caused by occlusion
and the lack of depth information, many single view-based
works[37, 11, 38, 25, 3] have tried to introduce the temporal
information or body-related prior during training.

Multi-view images retain more information compared to
single-view ones. The association of information between
different views eliminates most of the ambiguity. So it is
easier to achieve high-accuracy 3D human pose estimation
in multi-view settings. Fusing the information of different
views is the core problem of multi-view human pose estima-
tion. Existing multi-view methods include two processes,
2D pose estimation and 3D pose reconstruction. The for-
mer consists of a pre-trained 2D pose estimator[10, 6], and
multi-view information fusion occurs in the 3D pose recon-
struction. Multi-view methods are divided into two cate-
gories according to the different ways of representing hu-
man pose. The first is the point-based method[26, 5, 12],
which uses the spatial coordinates of the joint points as the
human pose representation. This representation makes it
easier to introduce temporal and body information explic-
itly. The second is the heatmap-based method, which uses
the heatmap as the human pose representation[16, 36, 18],
and learnable triangulation represents this method[18, 33].
The point representation is more concise and explicit but
loses information, while the heatmap representation retains

more information but is not easily bounded explicitly. Our
proposed Probabilistic Triangulation is applicable in both
representations.

2.2. Uncalibrated 3D pose estimation

Uncalibrated 3D pose estimation is a relatively new
field[31, 2, 14, 20]. Takahashi’s work[31] is a point-based
method that establishes explicit constraints based on repro-
jection errors and the human body prior to transform the
problem into an optimization problem and iteratively solve
for the optimal solution. Lee’s work[20] is also a point-
based method, estimating the camera pose using the 3D
pose estimated from different views. FLEX[14] estimates
a time-invariant bone length while estimating joint rota-
tions frame by frame and reconstructing 3D pose by for-
ward kinematics. In this approach, the bone length is a link
to fuse the multi-view information, and the rotation esti-
mated for each view implicitly constrains the camera pose.
However, this method cannot accurately estimate the cam-
era pose due to the lack of transformation of the global co-
ordinate system. Therefore, the output 3D pose is camera
dependent. Bartol et al. [2] use a scoring network to eval-
uate the weight of the current proposal’s camera pose or
3D human pose, and the final weighting is used to obtain a
definite result. This method does not directly estimate the
3D human pose for uncalibrated scenes, but it can estimate
the camera pose before and use other calibration methods
to estimate the 3D human pose. This method does not di-
rectly estimate the 3D human pose for uncalibrated scenes,
but it can estimate the camera pose before using other cal-
ibration methods to estimate the 3D human pose. Because
the experiments for 3D human pose estimation in this work
are for calibrated scenes, they are placed in the calibration
method in the comparison experiments later in the paper.

Current methods are limited to point-based representa-
tion. The heatmap-based representation retains more infor-
mation than the point-based representation. This is because
the accuracy of existing 2D human pose estimators is not
sufficient for direct calibration. Small errors in points can
be rapidly amplified by the camera pose estimation process,
making the method ineffective. Our proposed camera pose
distribution can effectively increase the robustness of the
camera estimation process and support heatmap-based rep-
resentation.

2.3. Probabilistic camera pose estimation

Camera pose estimation is a fundamental problem in
computer vision[15]. PNP methods solve the case of known
3D-2D point pairs, while triangulation solves the case of
known 2D-2D point pairs. Bundle adjustment transforms
the camera matching problem into an optimization prob-
lem starting from reprojection errors[1]. However, match-
ing feature points and solving them using classical meth-



Figure 1: Probabilistic Triangulation for uncalibrated 3D human pose estimation pipeline. The inputs to the network are
images from different views at the same moment. The 2D human pose heatmaps are estimated from the images and used
to initialize the camera pose distribution. Then, Monte Carlo sampling is performed iteratively and each sampled camera
parameter is computed by reprojection to obtain an explicit approximation of the 3D heatmap. The 3D heatmap calculates
the weights of the sampled camera parameters. These weights are then used to update the pose distribution of the cameras.
The weighted 3D heat map is used as input for the subsequent 3D pose reconstruction, for estimating the 3D human pose.

ods does not apply to all scenarios. In the field of object
and camera pose estimation, many works try to improve the
network architecture that allows an end-to-end approach for
pose estimation[8, 7]. The work EPro-PnP by Chen et al[9].
proposes a probabilistic PnP layer that allows the gradient
back-propagated through the pose.

Inspired by EPro-PnP, we use probability distributions to
model camera pose. Compared with the camera pose rep-
resented by a single variable, the camera pose represented
by the distribution has more robust performance and effec-
tively mitigates the effect of 2D human pose detection er-
rors.

3. Method
In this paragraph, we will review the multi-view uncal-

ibrated 3D human pose estimation problem and introduce
our Probabilistic Triangulation module. The overall pipline
is shown in Figure 1.

3.1. Uncalibrated 3D human pose estimation

Given that the images I ∈ RK×H×W from K views
at a specific moment, our goal is to estimate the 3D pose
X3D of the target human from it. Given the camera pose
y = {yk ∈ SE(3)|k = 1 . . .K}, the optimal X3D will

make the reprojection error (3D→ 2D) small enough and
fits the prior distribution of the human pose learned in the
dataset. Therefore, the estimation algorithm is often divided
into two parts, 2D pose estimation, and 3D pose reconstruc-
tion. In 2D pose estimation, a neural network M1 is em-
ployed to estimate the 2D pose X2D = M1(I) from each
view. In the 3D pose reconstruction, the X2D of different
views are fused using a triangulation or a learnable triangu-
lation method M2 to obtain X3D = M2(X

2D, y).
Based on the reprojection error, the calibrated 3D human

pose estimation is to solve an optimization problem:

min
X3D

E
[
proj(X3D, y)−X2D

]
(1)

where proj(·) denotes the projection function. The
neural network-based algorithm replaces X3D in it with
M2(X

2D, y), transforming the original optimization prob-
lem into solving for the optimal M2(·) network parameters.

When the camera pose y is an unknown parameter, y
also becomes a variable to be optimized. Uncalibrated 3D
human pose estimation can be similarly transformed into an
optimization problem:

min
X3D,y

E
[
proj(X3D, y)−X2D

]
(2)



(a) Implicit continuous. (b) Implicitly discrete. (c) Explicit discrete approximation.

Figure 2: 3D heatmap under different definitions

This problem is tough to solve and exists multiple solu-
tions. There are three main reasons for this:

1. If an iterative method is used to optimize y and X3D

alternately, the results tend to fall into local optimum.

2. If a neural network is used to regress y and then solve
for X3D, it will be constrained by the lack of diversity
in the existing data set y to train.

3. If the neural network is used to regress X3D directly
from the monocular view and then to solve y, it will in-
troduce the ill-conditioned problem of monocular scale
ambiguity.

In summary, we have to extract more information from
the only known quantity X2D to obtain a relatively accurate
estimate of y, i.e., a valid estimate p(y|X2D).

We use camera pose distribution approximation and
Monte Carlo sampling to solve this problem. (see Prob-
abilistic Triangulation part of Figure 1) Specifically, we
maintain a proposal distribution q(y) for approximating the
posterior distribution p(y|X2D) of camera poses during one
inference. Monte Carlo sampling is continuously performed
on q(y), and the weights are calculated from the sampled
points, and then q(y) is updated according to the weights.
After several iterations, the results generated from the sam-
pled points are weighted and averaged as the input to the
3D pose reconstruction network. We refer to this process as
Probabilistic Triangulation. Figure 1 shows the pipeline of
uncalibrated 3D human pose estimation after adding Prob-
abilistic Triangulation.

The Probabilistic Triangulation can be flexibly embed-
ded into any kind of calibrated 3D human pose estimation,
reducing its dependence on camera pose for realistic sce-
narios. The differentiable computational process makes it
possible to connect the 2D pose estimation and 3D pose re-
construction parts, allowing end-to-end training.

3.2. Probabilistic Triangulation

We detail the Probabilistic Triangulation using the
pipeline in Figure 1 as an example. In subsequent repre-

sentations, y is used to denote the camera pose and ygt the
ground truth of the camera pose. The 2D human pose is
represented as X2D = {x2D

i ∈ RK×H′×W ′ |i = 1 . . . N},
and the 3D human pose is represented as X3D = {x3D

i ∈
RK×L1×L2×L3 |i = 1 . . . N}, where H ′ and W ′ denote the
height and width of the 2D heatmap, and L1, L2, L3 denote
the length, width, and height of the 3D heatmap.

Camera pose distribution approximation In order to
solve the optimization problem 2 with multiple solutions.,
we first normalized the multi-view camera pose to limit the
range of solutions. Specifically, through an affine transfor-
mation of the whole coordinate system, the rotation matrix
of the first view is changed into a unit matrix, the transla-
tion vector becomes a zero vector, and the translation vector
of the second view has a modulus of one. The above affine
changes can guarantee the uniqueness of the solution.

Each camera pose is represented as a 7-dimensional vec-
tor, where 3D rotations are represented using unit quater-
nions and 3D translations are represented using 3D vec-
tors. To better express the camera distribution, the angular
central Gaussian distribution is introduced to represent the
3D rotation [34], and the multivariate t-distribution is in-
troduced to represent the 3D translation. The p(y|X2D) is
calculated for each sampling point y to obtain the covari-
ance matrix of the angular central Gaussian distribution,
and the mean and covariance matrix of the multivariate t-
distribution, which in turn updates the parameters. The ini-
tial parameters of the distributions are first estimated based
on the 2D human pose using the eight-point method. Then,
a portion is sampled around the initial value and another
portion is sampled around the entire camera domain. The
distribution is initialized by the sampling result. Since the
input of a single frame may cause a large error in the eight-
point method, and initializing the distribution in this way
increases the robustness of the algorithm.

Monte Carlo sampling We assume that the 2D heatmap
is the marginal distribution of the 3D heatmap along the pro-
jection direction, and the problem can be transformed into
an optimization problem based on the reprojection error:



min
y,X3D

N∑
i

∫
σi

∥∥∥∥∥x2D
i (σi)−

∫
proj(z,yi)=σi

x3D(z) dz

∥∥∥∥∥
2

dσi

(3)
where z denotes the body element in 3D space, σi denotes
the area element of the ith camera plane, and proj(·) de-
notes the projection function. A more general heatmap rep-
resentation is adopted here, where x3D and x2D are con-
sidered as the probability density functions of the heatmap
distribution. In practice, the heatmap is often stored in a dis-
crete way, and the integrals need to be discretized as well.
However, it is difficult to establish the constraints between
y and X3D explicitly, making the above optimization prob-
lem difficult to solve.

Therefore, we use an approximate 3D heatmap explicitly
defined as:

x3D(z) =
1

N

N∑
i

proj(z,yi)=σi

x2D
i (σi)

x2D
i (σi) = max

proj(z,yi)=σi

x3D(z)

(4)

This definition is similar to the volume of the learnable
triangulation, with the advantage that X3D can be com-
puted explicitly and differentiably from y and X2D. It also
has some physical meaning as far as the location of the ex-
treme points taken is similar to the original representation.
The visualization of the 3D heatmap under different defini-
tions is shown in Figure 2.

The generated X3D retains the information of the
heatmap and can be used as input for subsequent networks.
Thus, the problem is simplified to:

min
y

N∑
i

∥
∑
z

(
x3D(z)x2D

i (σi)
)2 (

x2D
i (σi)− x3D(z)

)
︸ ︷︷ ︸

fi(y)

∥2

(5)
The reprojection error is employed as the negative loga-

rithm of the likelihood function p(X2D|y).

p(X2D|y) = exp−
N∑
i

∥fi(y)∥2 (6)

Suppose that the camera pose p(y) is subject to a uni-
form distribution, p(y|X2D) can be calculated by Bayesian
formula:

p(y|X2D) =
p(X2D|y)

E [p(X2D|y)]
(7)

The calculation of denominator expectation can be esti-
mated by Monte Carlo sampling approximation. The spe-
cific calculation formula is as follows.

E
[
p(X2D|y)

]
≈ 1

M

M∑
j

q(yj)p(X
2D|y), yj ∼ q(y) (8)

where M denotes the total number of samples. Then, q(y)
is updated using the computed p(y|X2D).

Finally, the normalized q(y) is used as the weight and
the X3D generated by all sampled points y is weighted and
averaged as the input to the subsequent 3D pose reconstruc-
tion network.

X3D =

∑
j q(yj)X

3D
j∑

j q(yj)
(9)

3.3. Training Loss

The entire training process include two loss terms: L3d

and Lcam.
We measure the difference between the true distribu-

tion of camera pose z(y) and the posterior distribution
p(y|X2D) using KL divergence.

Lcam = DKL(z(y)∥p(y|X2D))

=− 1

2

N∑
i

∥fi(ygt)∥2 + logE
[
p(X2D|y)

] (10)

where the expectation of the second half is also obtained by
the calculation of the equation 8.

The 3D human pose estimation loss is the same as pre-
vious works[18], which encourages the predicted 3d poses
to be close to the ground truth. The formula can be summa-
rized as follow:

L3d = ∥softargmax(X3D)−Xgt∥1 − β · log(X3D(Xgt))
(11)

In end-to-end training, we simultaneously optimize these
two loss terms to train the networks, and the total loss func-
tion can be written as:

Ltotal = λ1Lcam + λ2L3d (12)

where the λ1 = 1 and λ2 = 0.1 in our experiment setting.

4. Experiments
4.1. Dataset & Metrices

We conducted experiments on two of the most com-
monly used 3D human pose datasets available today,
Human3.6M[17] and CMU Panoptic[19, 29, 35]. We used



Method Dir. Disc. Eat Greet Phone Photo Pose Purch. Sit SitD. Smoke Wait WalkD. Walk WalkT. Mean

Calibration method

Remelli et al.[28] 27.3 32.1 25.0 26.5 29.3 35.4 28.8 31.6 36.4 31.7 31.2 29.9 26.9 33.7 30.4 30.2
Bartol et al.[2] 27.5 28.4 29.3 27.5 30.1 28.1 27.9 30.8 32.9 32.5 30.8 29.4 28.5 30.5 30.1 29.1
He et al. [16] 25.7 27.7 23.7 24.8 26.9 31.4 24.9 26.5 28.8 31.7 28.2 26.4 23.6 28.3 23.5 26.9
Qiu et al. [26] 24.0 26.7 23.2 24.3 24.8 22.8 24.1 28.6 32.1 26.9 31.0 25.6 25.0 28.0 24.4 26.2
Ma et al. [22] 24.4 26.4 23.4 21.1 25.2 23.2 24.7 33.8 29.8 26.4 26.8 24.2 23.2 26.1 23.3 25.8

Iskakov et al.[18] 19.9 20.0 18.9 18.5 20.5 19.4 18.4 22.1 22.5 28.7 21.2 20.8 19.7 22.1 20.2 20.8

Uncalibration method

Gordon et al.[14] 22.0 23.6 24.9 26.7 30.6 35.7 25.1 32.9 29.5 32.5 32.6 26.5 34.7 26.0 27.7 30.2
Ours method 24.0 25.4 26.6 30.4 32.1 20.1 20.5 36.5 40.1 29.5 27.4 27.6 20.8 24.1 22.0 27.8

Table 1: Results of the evaluation on the Human3.6M dataset. The table shows the MPJPE in millimeters for the published
state-of-the-art calibrated and uncalibrated methods.

Method MPJPE,mm

Calibrated method

Iskakov et al. Algebraic[18] 21.3
Iskakov et al. Volumetric[18] 13.7

Uncalibrated method

Bartol et al. [2] 25.4
Our method 24.2

Table 2: Results of the MPJPE on the CMU Panoptic
dataset ( using four cameras).

the 17-joint MPJPE (Mean Per Joint Position Error) as a
metric to evaluate our method. In training, we normalize
the ground truth according to the method in section3.2 to
ensure the uniqueness in the camera pose solution. In vali-
dation, the estimated 3D human pose is denormalized to the
original coordinate system to ensure the correctness of the
MPJPE calculation.

4.2. Implementation details

We added the Probabilistic Triangulation based on the
work learnable triangulation by Iskakov et al.[18] to real-
ize uncalibrated 3D human pose estimation. The same ex-
perimental parameter settings as the learnable triangulation
method were used. As with learnable triangulation, our
method uses predictions from the algebraic triangulation.
Our method can also be fine-tuned and be trained in an end-
to-end manner. q(y) is initialized using a uniform distribu-
tion. The number of iterations is four, and the number of
Monte Carlo samples is 256.

4.3. Comparisons with State-of-the-art

We compared the existing state-of-the-art calibrated and
uncalibrated 3D pose estimation algorithms. The eval-
uation results on the Human3.6M dataset and the CMU
Panoptic dataset are shown in Table 1 and Table 2, respec-
tively. The experimental results show that the MPJPE of our
method has outperformed the state-of-the-art uncalibrated
approaches and achieved comparable performance to cali-
brated methods. It is worth noting that our method achieves
better results in most scenarios of uncalibrated setting (see
Table 1), but the results are poor in the Purch. and Sit.
sub-datasets. This is because there are more occlusions in
these two subsets, resulting in the 2D joint estimation be-
ing inaccurate, which further affects the estimation of the
camera parameter distribution. Therefore, the final accu-
mulated error affects the 3D human pose estimation per-
formance. Inferring the camera parameters from the fea-
tures of the detected human inevitably leads to estimation
results depending on the capability of the human feature
detector. However, our method still outperforms existing
uncalibrated methods in terms of overall MPJPE for both
datasets.

4.4. Evaluation on Camera Pose Estimation

To evaluate the capability of our camera pose estimation,
we have conducted comparisons with some classical cam-
era parameter estimation algorithms on the Human3.6M
dataset. Due to the large parallax between different cam-
era views, we choose 2D human keypoints estimated from
20 consecutive frames as image feature points to solve the
camera pose parameters. We compare our camera esti-
mation with Bundle Adjustment[32] and RANSAC 8-point
algorithm[30]. Bundle Adjustment choose to minimize the
reprojection error using the LM algorithm to find the cam-
era parameters and the RANSAC 8-point algorithm uses the



(a) Bundle Adjustment. (b) RANSAC 8-point algorithm. (c) Ours method.

Figure 3: Visualization of the camera pose parameters and 3D human pose obtained by different algorithms. The quadrilat-
eral cone indicates the camera pose parameters, the gray part indicates the ground truth, and the colored part indicates the
prediction results of different algorithms.

8-point method to find the fundamental matrix after screen-
ing out the outliers by RANSAC, and then uses the eigen-
value decomposition to find the camera pose. We provide
some visualization examples in Figure 3. From the Figure
3, we can see that Bundle Adjustment often falls into the
local optimal solution, resulting in poor camera poses. The
RANSAC 8-point algorithm can remove outliers, but the es-
timation of the camera pose is sensitive to 2D human pose
estimation, which will lead to accumulated errors when re-
constructing 3D human poses. The 3D human and camera
pose estimation results are more robust and accurate when
introducing our Probabilistic Triangulation (see (c) of Fig-
ure 3)

Table 3 shows more detailed results of camera pose
evaluation, using the same experimental setup as [2].
Among the evaluation metrics used: 1. 3D estimation er-
ror(mm) E3D = E[∥ ˆx3D − x3D∥2] ; 2. Projection 2D
error(mm)E2D = E[∥ ˆx2D − x2D∥2]; 3. Camera rotation
error ER = E[∥q̂ − q∥2]; 4. Camera translation error (mm)
Et = E[∥t̂− t∥2].

4.5. Cross-dataset experiments

To test the generalization ability of Probabilistic Trian-
gulation across datasets, we segment CMU Panoptic and

methods E3D ↓ E2D ↓ ER ↓ Et ↓
BA 736.82 130.18 0.025 46.87

RANSAC 8-point 97.50 50.14 0.012 5.30
Our methods 27.80 5.98 0.0043 2.71

Table 3: Quantitative experiments on camera pose estima-
tion on the Human3.6M dataset.

Human36M into five sub-datasets in the same way as Bartol
et al.[2]. Cross-dataset experiments are conducted between
these sub-datasets two by two. It was found that there was
no significant loss of accuracy between the CMU Panop-
tic sub-datasets even after segmentation (this is because the
distribution between the sub-datasets of the CMU Panoptic
dataset is very similar). However, the results trained from
the CMU dataset have a significant loss of accuracy on Hu-
man3.6M. Table 4 shows the generalization ability of Prob-
abilistic Triangulation and Bartol et al.[2] from the CMU
dataset to the Human3.6M dataset. Probabilistic Triangula-
tion exhibits stronger generalization.

4.6. Ablation study on the number of cameras

We show the results of the ablation study in Table 5. Af-
ter training on 4-view data, our method generalizes well to



Figure 4: Visualization of the sampled points in four iterations after dimensionality reduction using t-SNE. From left to right
corresponds to the sampled values after four iterations. The value of the sampled point is the logarithmic sampling loss, and
the smaller the value means that the sampled point is closer to the true value.

Method Train Self-Test H36M-Test diff

Bartol et al.[2] CMU1 25.8 33.5 30%
CMU2 26.0 33.4 28%
CMU3 25.0 31.0 24%
CMU4 25.1 32.5 28%

Ours method CMU1 24.6 30.8 25%
CMU2 23.7 29.1 23%
CMU3 24.1 29.2 21%
CMU4 24.9 31.1 25%

Table 4: Experiments on generalization ability between
datasets (MPJPE in mm). The CMU Panoptic dataset was
split into four sub-datasets with different number of cameras
and different spatial distributions of cameras. The models
were trained on the four datasets separately, and the results
were evaluated on their own test set and the Human3.6M
test set. The last column represents the cross-data accuracy
decline rate.

3-view and 2-view because the network has seen rich infor-
mation during training. There is some performance degra-
dation when the model is trained on 2-view and tested on
3-view and 4-view as shown in Table 5.

2-view 3-view 4-view

Training on 2-view 29.5 42.4 39.2
Training on 4-view 32.6 29.3 27.8

Table 5: Ablation study on Human3.6M for camera num-
bers (MPJPE, mm).

4.7. Ablation study on each module

In order to demonstrate the irreplaceable role that prob-
abilistic triangularization plays in camera pose estimation
and 3D human reconstruction in uncalibrated 3D human

pose estimation. We design two ablation experiments to re-
move the influence of the rest of the network on the results
and to demonstrate the role of Probabilistic Triangulation
better.

First, we use 2D heatmaps ground truth as the input
of Probabilistic Triangulation to eliminate the effect of 2D
backbone on the results. Also, the upper bound of our
method is shown (see Table 6 middle). The table shows that
our method achieves comparable results to the calibration
method [18] when given the 2D ground truth.

The 3D error still cannot reach zero under the condition
of using 2D ground truth because there is a theoretical upper
limit to the accuracy of the voxel structure. However, the
2D human pose estimator error cannot be avoided, and the
better robustness of the voxel structure to error is the reason
it was chosen.

In addition, we demonstrate the necessity of introducing
the camera pose estimation module by comparing it with
Iskaov et al. (V2V network and triangulation). We rotated
the world coordinate system(0° to 180° randomly around
the vertical axis and 0° to 45° randomly around the pitch)
to change the values of the camera’s external parameters,
resulting in a new test set called ”Test*” in Table 6. We
can find that only using a V2V network and triangulation
will make the network overfit the camera poses, resulting in
performance degradation. Our method does not require the
input of camera poses, so changes in the world coordinate
system do not affect our method’s final pose estimation re-
sults. It demonstrates that our camera estimation module,
i.e., the main contribution, is necessary and reasonable.

4.8. Visualization of Sampling Process

In order to visualize the sampling process in the Proba-
bilistic Triangulation, the 256 sampling points of each it-
eration are embedded by t-SNE and plotted in Figure 4.
From the figure, as the iteration proceeds, the approxima-
tion of the camera distribution becomes more and more ac-



Baseline 2D GT Test*

Iskakov et al. 20.8 16.3 25.12
Our methods 27.8 18.5 27.8

Table 6: Pose estimation results (MPJPE, mm) on different
2D and test settings. The middle two columns show the re-
sults of 3D pose estimation using the 2D estimator and 2D
GT, respectively. The rightmost column shows the estima-
tion results on the Test* set.

curate, the sampled points are closer to the ground truth,
and the sampling loss keeps decreasing. At the same time,
the whole camera pose space is not smooth, and there are
many local optimums and pseudo-solutions. The 2D hu-
man pose estimator generates noise, making the classical
camera pose estimation more likely to fall into local opti-
mal solutions. Distributed representation of camera pose
(Probabilistic Triangulation) can alleviate this problem.

Furthermore, from Figure 4, the sampling points are con-
centrated around a few extreme points as the iteration pa-
rameters increase. This is because an incremental solution
exists to the camera pose estimation, so there are multiple
extreme points. However, only one of them has real phys-
ical significance, whereas, in the projection process, these
extreme points produce the same projection result. The dis-
tribution also tends to converge to a single extreme point if
an initial value is used to initialize the camera pose distribu-
tion, and the sampling points of the distribution are spread
out to appear near multiple extreme points if a uniform dis-
tribution is used to initialize the distribution.

4.9. Generalize to Wide Scenes

To demonstrate the generalization of our Probabilistic
Triangulation in the wild scenes, we use a model trained
from the CMU Panoptic dataset and test it on the natural
scenes. Two iPhones with a 26mm primary camera were
used for the shooting, and the intrinsic parameters were read
using the swift function. The results are shown in Figure 5.
Our method remains in effect even when the camera space
location and the number of cameras change.

5. Conclusions and limitations

We propose a novel Probabilistic Triangulation module
for multi-view 3D human pose estimation, which enables
the existing calibrated methods to reduce the dependence on
calibration and can be applied to uncalibrated wild scenes.
Extensive experiments demonstrate that the 3D human pose
estimation based on our Probabilistic Triangulation can
achieve state-of-the-art performance when compared to un-
calibrated methods. And the employment of camera pose
distribution and Monte Carlo sampling alleviates the prob-
lem of easy access to local optimums and pseudo-solutions

Figure 5: Our method demonstrates the results in a non-
calibrated wild scene. The first and second columns rep-
resent the two iPhone camera views, and the third column
shows the estimated camera pose and 3D human pose.

in camera pose estimation. Since our Probabilistic Trian-
gulation does not take the camera pose parameters as input,
it is possible to build the multi-view 3D human pose esti-
mation system in wild scenes and achieve a high-accurate
capture. In the wild scenes, the Probabilistic Triangulation
is not affected by the spatial location changes and the num-
ber of cameras. It can be directly applied to uncalibrated
scenes after training with calibrated data.

The main limitation of our method is that it can only be
applied to single-person scenes. Extending to multi-person
scenarios requires taking into account the cross-view
matching problem, which is difficult to solve in the absence
of a camera pose. In addition, although the Probabilistic
Triangulation does not require the camera pose as input
during validation, the ground truth of the 3D human pose
and the camera pose are used in the training process, and
these data need to be obtained from the dataset of the
calibration scene. In fact, the ground truth of camera
pose is not directly involved in the training, but indirectly
guides the 2D pose estimation network learning through
cross-view information. The ground truth of the 3D human
pose influences the 2D pose estimation network and enables
the 3D pose reconstruction network to learn the human
prior and integrate the information generated by previous
sampling.
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